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Theorem IfX1, X2, . . . , Xn are nmutually independent normal random variables with means µ1, µ2, . . . , µn

and variances σ2
1, σ

2
2, . . . , σ

2
n,

then Y =
∑

ciXi = c1X1 + c2X2 + . . .+ cnXn has the normal distribution N(µy, σ
2
y)

where µy =
∑

ciµi and σ2
y =

∑
c2iσ

2
i .

Corollary Let X1, X2, . . . , Xn be a random sample of size n from a normal distribution N(µ, σ2).

Then the sample mean X =
1

n

∑
Xi =

X1 +X2 + . . .+Xn

n
has the normal distribution N(µ, σ2/n) .

So X has the same mean, but a smaller variance. Hence, the probability that X falls in a given interval containing
µ is greater than the probability that a single observation of X falls in the same interval.

Ex Let X1, X2, . . . , X10 be a random sample from test scores distributed as N(76.4, 4.12).

(a). Find P (70 < X1 < 80).

(b). Find P (70 < X < 80).
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Let W =

√
n

σ
(X − µ) =

X − µ

σ/
√
n

where X comes from any distribution.

Then µW = E(W ) = E

(
X − µ

σ/
√
n

)
=

E(X)−E(µ)

σ/
√
n

=
µ− µ

σ/
√
n
= 0

and

σ2
W = Var(W ) = E(W 2)− (E(W ))2 = E(W 2)− 02

So W has mean 0 and variance 1 regardless of which distribution X originally came from
.

But how is W itself distributed?

Central Limit Theorem If X is the mean of a random sample X1, X2, . . . , Xn of size n from a distribution
with finite mean µ and finite variance σ2, then the distribution of

W =
X − µ

σ/
√
n

is N(0, 1) as n → ∞.



Random Sample Distribution and The Central Limit Theorem Page 3

Comments
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Ex Let X1, X2, . . . , X30 be a random sample from an unknown distribution with mean 28.5 and variance 9.8.

(a). Find P (28 < X < 30)

(b). Let Y = X1 +X2 + . . .+X30. Find P (800 < Y < 900)

Ex Let X1, X2, . . . , X25 be a random sample from a χ2(2). Let Y = X1 +X2 + . . .+X25.

(a). Find P (45 < Y < 55) using the distribution of Y .

(b). Find P (45 < Y < 55) using the Central Limit Theorem.


